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Solid State Drives (SSDs)
 Flash-based storage, no moving parts



Advantages over HDDs
 Faster, silent, lower power, more reliable, lighter

 Their market share has been increasing

 The only clear advantage of HDDs for now: $ / byte


 “Greenness”? HDDs better for en environment to manufacture, but worse to operate



SDD Storage Structure
 SSDs store bits into cells


 Each cell can store 1, 2, or 3 bits depending on the technology

 Cells are organized into pages (e.g., 4KB)

 Pages are grouped into blocks (e.g., 128KB, 256KB)

 Blocks are grouped into banks (or planes)

2 FLASH-BASED SSDS

TIP: BE CAREFUL WITH TERMINOLOGY

You may have noticed that some terms we have used many times before
(blocks, pages) are being used within the context of a flash, but in slightly
different ways than before. New terms are not created to make your life
harder (although they may be doing just that), but arise because there is
no central authority where terminology decisions are made. What is a
block to you may be a page to someone else, and vice versa, depending
on the context. Your job is simple: to know the appropriate terms within
each domain, and use them such that people well-versed in the discipline
can understand what you are talking about. It’s one of those times where
the only solution is simple but sometimes painful: use your memory.

Of course, there are many details as to exactly how such bit-level stor-
age operates, down at the level of device physics. While beyond the scope
of this book, you can read more about it on your own [J10].

44.2 From Bits to Banks/Planes

As they say in ancient Greece, storing a single bit (or a few) does not
a storage system make. Hence, flash chips are organized into banks or
planes which consist of a large number of cells.

A bank is accessed in two different sized units: blocks (sometimes
called erase blocks), which are typically of size 128 KB or 256 KB, and
pages, which are a few KB in size (e.g., 4KB). Within each bank there are
a large number of blocks; within each block, there are a large number of
pages. When thinking about flash, you must remember this new termi-
nology, which is different than the blocks we refer to in disks and RAIDs
and the pages we refer to in virtual memory.

Figure 44.1 shows an example of a flash plane with blocks and pages;
there are three blocks, each containing four pages, in this simple exam-
ple. We’ll see below why we distinguish between blocks and pages; it
turns out this distinction is critical for flash operations such as reading
and writing, and even more so for the overall performance of the device.
The most important (and weird) thing you will learn is that to write to
a page within a block, you first have to erase the entire block; this tricky
detail makes building a flash-based SSD an interesting and worthwhile
challenge, and the subject of the second-half of the chapter.
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Figure 44.1: A Simple Flash Chip: Pages Within Blocks
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SSD Operations
 Read a page


 Very fast (µs), random access makes no difference (the major 
advantage over HDDs: locality doesn’t matter)


 Erase a block

 Much more expensive  (ms)


 Write (a.k.a. program) a page

 Requires that the page’s block has been erased first!!!!


 This is the “SSD weirdness”: To update data in a page, you need to 
erase the whole block of pages


 To make things worse: this causes wear out of the flash cells

 Other problem: if you want to update, say, only one of the pages in a 

block, you need to first copy all other pages somewhere (e.g., the SSD’s 
controller, RAM), then erase the whole block, and then write to all pages


 This is called write amplification (we wrote more data than needed)

 Let’s see this on an example….



Write Amplification Example (1)
 Say we have a 6-page block (each page is 4KB)

 Let’s write a 4KB file



Write Amplification Example (2)
 Let’s write a 8KB file



Write Amplification Example (2)
 Let’s write a 8KB file

 Let’s erase the first file 

 Instead of erasing the whole block, the SSD 

controller just marks the first page as invalid



Write Amplification Example (3)

 Now we want to write a 16KB file

 The whole block’s data is loaded into the SSD’s controller’s cache

 The data is updated in the cache

 The data is written to the block on the device



Write Amplification Example (4)
 We wanted to write 4KiB + 8KiB + 16KiB = 28KiB of application 

data

 We had to write 4KiB + 8KiB + 24KiB = 36KiB of data to the SSD

 We could come up with an example where we write about 5x 

more than what we need to write

 For this reason, the controller keeps writing on the SSD until full, 

before it attempts any rewrite

 Once full, writes are then more and more amplified


 i.e., there is fragmentation everywhere, and no “free” blocks 
where data can be written


 And rewriting a block over and over leads to a wear out

 In the end, performance is still very good relative to that of an 

HDD, in part because SSDs employ several techniques….



SSD Techniques
 Increase Performance: the controller can clean up blocks 

with invalid pages at any time so that they’re easily writable 
later


 This is called garbage collection!

 Same idea as the OS writing back dirty pages to disk 

once in a while when the disk is idle so that at the next 
page fault there is no need to write the page back 


 Decrease wear out: the controller tries to spread writes over 
all pages, so that they would all wear out together as late as 
possible


 In practice, for most “normal” workloads, wear out isn an 
issue


 i.e., your SSD will be ok until you get your next laptop 
unless you do something very unusual 



Conclusion

 SSDs are here to stay

 By now we all have one!


 They are still more expensive than HDDs

 HDDs will continue being used to store large 

dataset for the upcoming years

 Just like tape storage is still in use!


 OSTEP has many more details in Chapter 44


